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Objective: To support clinical researchers, librarians
and informationists may need search filters for particular
tasks. Development of filters typically depends on a
‘‘gold standard’’ dataset. This paper describes
generalizable methods for creating a gold standard to
support future filter development and evaluation using
oral squamous cell carcinoma (OSCC) as a case study.
OSCC is the most common malignancy affecting the oral
cavity. Investigation of biomarkers with potential
prognostic utility is an active area of research in OSCC.
The methods discussed here should be useful for
designing quality search filters in similar domains.

Methods: The authors searched MEDLINE for
prognostic studies of OSCC, developed annotation
guidelines for screeners, ran three calibration trials
before annotating the remaining body of citations, and
measured inter-annotator agreement (IAA).

Results: We retrieved 1,818 citations. After
calibration, we screened the remaining citations

(n51,767; 97.2%); IAA was substantial
(kappa50.76). The dataset has 497 (27.3%) citations
representing OSCC studies of potential prognostic
biomarkers.

Conclusions: The gold standard dataset is likely to be
high quality and useful for future development and
evaluation of filters for OSCC studies of potential
prognostic biomarkers.

Implications: The methodology we used is
generalizable to other domains requiring a reference
standard to evaluate the performance of search filters.
A gold standard is essential because the labels
regarding relevance enable computation of diagnostic
metrics, such as sensitivity and specificity. Librarians
and informationists with data analysis skills could
contribute to developing gold standard datasets and
subsequent filters tuned for their patrons’ domains of
interest.

INTRODUCTION

The biomedical literature is ever growing and, there-
fore, poses a serious challenge to researchers and
clinicians who need to find relevant literature. For
example, MEDLINE [1], the US National Library of
Medicine’s (NLM’s) premier bibliographic database,
includes more than 21 million references, to which
2,000 to 4,000 references are added 5 times a week [2].
Additionally, more than 2 million biomedical articles
were published in North America from 2000–2009, a
42% increase when compared to the previous decade
[3]. Clearly, finding what one needs in a large
database can be a daunting task, especially for the
naı̈ve user [4]. The naı̈ve user will generally enter
keywords to retrieve a list of citations, many of which
may be relevant. Unfortunately, the length of the list
could be in the thousands. At this point, the user
might try other combinations of keywords to increase
precision. However, suboptimal search strategies are

a major deterrent to satisfying the user’s information
needs [4].

A more effective strategy for searching electronic
databases is to use search filters or queries, also known
as hedges [5]. Librarians or informationists typically
develop filters to target a specific domain, given
criteria for inclusion and exclusion. The evolution of
methods for developing filters may be characterized by
generation. First-generation filters are developed by
librarians based on their expertise in searching, but
with no empirical validation; second-generation filters
are similarly developed, except that validation is based
on a gold standard or reference dataset; and third-
generation filters are based on statistical approaches
and automated methods beyond computing perfor-
mance measures against a gold standard [6]. The
methods for each generation are not mutually exclu-
sive. For both second- and third-generation filters,
development typically involves computing diagnostic
metrics, such as sensitivity, specificity, and positive
predictive value. To do so requires a gold standard
dataset with known relevant or positive cases. The
accuracy of the labels regarding relevancy is reason-
ably high, given human judgments, and therefore, the
gold standard can serve as a reference against which
performance of filters can be assessed [7].

One way to develop a gold standard is to manually
screen a broad-based group of citations, some of
which meet the user’s information needs [8]. Different
approaches exist for collecting the initial set. For
example, in reviewing twenty papers on development
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of methodological filters, Jenkins et al. state that the
most common way to collect citations for a gold
standard is by hand searching alone or in combination
with database searching [6]. Hand searching involves
one or more persons manually reviewing, to specified
criteria, each article in a set of selected journals.
Database searching involves using filters to retrieve
citations that meet specified criteria from electronic
databases. However, other methods exist, such as
collecting references from relevant systematic reviews
[7]. Given a retrieval set, developing the gold
standard typically involves manual screening by at
least two annotators who independently judge the
relevance of each citation (including title and abstract)
[9; 10, p. 28; 11, p. 413]. Substantial annotator
agreement is critical. When agreement is high, the
annotated corpus (collection of citations) can serve as
a gold standard. If agreement is low, the developers
must analyze the reasons for discrepancies and then
try to improve agreement, often by modifying guide-
lines for annotators. After screening, all citations will
have been labeled (annotated) with respect to rele-
vancy and together can serve as the gold standard. In
this study, the gold standard includes citations
labeled as relevant because they are about studies of
potential prognostic biomarkers for oral squamous
cell carcinoma (OSCC).

OSCC is the most common form of cancer affecting
the oral cavity, representing approximately 94% of all
malignancies in the mouth [12]. Overall mortality has
not changed much in the past 30 to 40 years. Just 50%–
60% of newly diagnosed patients are alive in 5 years
[12]. With advances in molecular biology and person-
alized medicine [13, 14], biomarkers of other forms of
cancer have been shown to be useful in treatment and
prognosis [13, 15]. However, not one marker has
proved to be prognostic or diagnostic for OSCC, even
though thousands of novel markers have been studied
[16]. In the case of OSCC, biomarkers are greatly
needed to help improve prognosis and treatment
modalities.

An important aspect of discovery and therapeutic
use of biomarkers is that investigators and clinicians
must be aware of current research, including system-
atic reviews. However, Choong and Tsafnat report
that just 3% of 147,000 systematic reviews indexed in
PubMed between 1990 and 2011 are dedicated to
biomarkers, even though the growth rate for bio-
marker publications exceeds that of non-biomarker
publications [17]. Thus, biomarker filters tuned to the
domain of interest are essential for both discovery and
evidence synthesis.

To check that validated biomarker filters do not
already exist for our purposes, the authors searched
several resources (see below). We were unable to find
a validated prognostic biomarker filter that we could
satisfactorily combine with terms for OSCC.

This paper presents generalizable methods for
developing a gold standard dataset. More specifically,
we describe a broad search strategy to retrieve
citations from MEDLINE about OSCC and prognosis,
selection and use of an annotation tool to label

biomarker citations, development of annotator guide-
lines based on inclusion and exclusion criteria, and
the calibration and consensus process. A broad search
ensures high recall (i.e., is sensitive). An annotation
tool is software with an interface to semi-automate the
screening task, as well as record human relevancy
judgments in an underlying database, such as
MySQL. Annotator guidelines standardize the screen-
ing task by defining rules for determining relevance.
Calibration refers to a period prior to annotation of
the dataset when small trials inform revision of the
guidelines to improve consensus (inter-annotator
agreement). Figure 1 displays a flowchart depicting
the steps involved in constructing a gold standard.

METHODS

Literature review for reports of biomarker
filter studies

To look for reports in the research literature, we
searched several resources for studies on develop-
ment of biomarker filters, including MEDLINE;
Embase [18]; Library, Information Science and Tech-
nology Abstracts (LISTA) [19]; and the InterTASC
Information Specialists’ Sub-Group’s (ISSG’s) Search
Filter Resource [20]. We consulted a librarian at the
University of Pittsburgh Health Sciences Library
System, who wrote a MEDLINE query that we
translated for Embase and LISTA. The first author
(Frazier) screened all citation titles: If a title seemed
relevant, he read the abstract. If the abstract appeared
relevant, he read the full-text report to determine if
it pertained to biomarker filter development. Any
questions regarding relevancy were discussed with
the senior author (Bekhuis).

Search strategy

To develop a gold standard dataset, we first devel-
oped a MEDLINE search strategy without terms for
biomarkers to retrieve citations for prognostic OSCC
studies. Note that citations include bibliographic
information, such as title, author, publication source,
and abstract, as well as Medical Subject Headings
(MeSH) added by professional indexers [21]. We
reasoned that this retrieval set would include a subset
of relevant studies necessary for future development
and validation of search filters to find prognostic
biomarker studies in this domain.

Both the total number of citations and percentage of
relevant citations needed to create a gold standard
dataset for this domain are unknown, although we
did find some guidance. For example, Pustejovsky
and Stubbs suggested reviewing the size of retrieval
sets in similar studies [10]. In our case, two recent
studies reported retrieval sets of 2,255 and 1,204
citations for developing search filters [22, 23]. We
used these numbers as a threshold for this study,
namely, our retrieval set had to include more than
1,200 citations. Interestingly, in an analytical study of
sample sizes required for filter development, Yao et al.
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reported that to develop or update a filter for
prognostic studies with good sensitivity, one should
have between 1,534 and 1,065 methodologically sound
prognostic articles (95% confidence intervals with

widths equal to 0.05 or 0.06, respectively) [24]. The
threshold that we selected falls in this range. We did
not set a threshold for the percentage of relevant
citations.

Figure 1
Flowchart for development of a gold standard dataset

IAA5inter-annotator agreement.
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To determine eligibility for this investigation, we
used the following criteria: citations had to (i) rep-
resent studies about primary squamous cell carcino-
ma of the oral cavity in humans and prognosis;
(ii) have a PubMed ID (PMID) and MeSH terms; and
(iii) have been published between May 16, 2008 and
May 16, 2013. The PMIDs serve as unique identifiers
for citations, which is essential for future filter
development and evaluation. Additionally, the MeSH
terms are invaluable for future development, which
will entail text mining. The date limits ensured that
citations were current. Moreover, because the growth
rate of biomarker publications is exponential [17],
restricting the retrieval set to the most recent five
years ensured feasibility of this study.

To retrieve high-quality prognostic studies, we
included the prognostic filter developed by the Haynes
group as part of our search strategy [4]. This filter is
available in PubMed as a clinical query; it appears in
our search as prognosis/broad, where broad indicates that
the prognosis filter was tuned for optimal sensitivity
(Table 1). To find studies of OSCC, we used MeSH
terms and free text related to the oral cavity and
squamous cell carcinoma. Recall that entry terms are
synonyms, alternate forms, or closely related terms;
they map to preferred MeSH terms, thereby enhancing
retrieval. For example, ‘‘Oral Cavity’’ is an entry term
that maps to ‘‘Mouth,’’ the preferred MeSH term.
Interestingly, PubMed expands a query for ‘‘Oral’’ by
adding the MeSH term for ‘‘Mouth,’’ even though
‘‘Oral’’ is not an entry term. Thus, the query ‘‘Oral’’
returns citations indexed with ‘‘Mouth.’’ Free text
refers to words or phrases appearing in the citation.
Free text combined with MeSH terms in a query can
retrieve additional citations of interest. For example,
we used a MeSH term and free text for mouth and oral
to retrieve citations for the oral cavity. Thus, by using
Boolean operators to combine terms for the oral cavity,
‘‘Squamous Cell Carcinoma’’ and ‘‘Prognosis,’’ we
retrieved records for prognostic studies of OSCC likely
to include records for studies of interest, in other
words, on potential prognostic biomarkers. Limits for
fully processed articles (indicated by medline[sb]),
publication dates, and humans corresponded to the
remaining inclusion criteria (Table 1).

We managed the retrieval set in EndnoteH v.6 [25].
From Endnote, we exported citations in MEDLINE
format as a single text file, which we used as input for
an in-house annotation tool.

Annotation tool

In 2010, researchers in the Department of Biomedical
Informatics (DBMI), University of Pittsburgh School
of Medicine, developed the Gastrointestinal Annota-
tion Tool (GIANT) for records about gastrointestinal
conditions. This web-based tool enables manual
annotation of textual reports in the medical archival
retrieval system (MARS) for research based on
University of Pittsburgh Medical Center (UPMC)
records. Recently, GIANT has proved useful for
annotating textual records for other research endeav-
ors. GIANT is not an open source tool; however,
permission to use GIANT may be granted for projects
outside of UPMC.

GIANT allows the user to import reports and
simultaneously display side-by-side a set of questions
for the annotators. GIANT stores the annotations and
screening decisions in a MySQL database for subse-
quent analysis. For this investigation, a DBMI systems
programmer processed each citation’s title, abstract,
and indexing terms as if the components were part of a
MARS clinical report, in effect, repurposing GIANT for
our task. The GIANT interface is shown in Figure 2.

Two annotators, an oral pathologist (Frazier) and a
dental informatician (Stein), responded to questions
after reading each citation. In designing the questions,
we had three major goals: (i) to establish whether titles
and abstracts contained information regarding OSCC,
biomarkers, or prognosis, considered separately; (ii) to
determine whether citations appeared to be about
potential prognostic biomarkers for OSCC; and (iii) to
extract textual information useful for future filter
development involving automated recognition of
named biomarkers or analysis of prognostic language.

Annotation guidelines

Annotators considered both titles and abstracts; in a
few cases, they considered just titles when the abstract
was missing. To be tagged as a relevant citation,
responses to all of the following four questions had to
be yes: Is the paper about OSCC? Is the paper about
biomarkers? Is the paper about prognosis? Is the
paper relevant for OSCC and biomarkers and prog-
nosis?

If the response to any of the four questions was no,
the citation was tagged as not relevant. A more
detailed description of the annotation guidelines
appears in the appendix (online only).

Table 1
MEDLINE search to retrieve prognostic studies of oral squamous cell carcinoma in humans

Step Search string No of hits

#1 prognosis/broad[filter] AND ((‘‘mouth’’[MeSH Terms] OR ‘‘mouth’’ [All Fields] OR ‘‘oral’’[All Fields]) AND (‘‘carcinoma, squamous
cell’’[MeSH Terms] OR (‘‘carcinoma’’[All Fields] AND ‘‘squamous’’[All Fields] AND ‘‘cell’’[All Fields]) OR ‘‘squamous cell
carcinoma’’[All Fields]))

6,225

#2 #1 NOT medline[sb] 308
#3 #1 NOT #2 5,917
#4 #3 AND (‘‘2008/05/16’’[PDat] : ‘‘2013/05/16’’[PDat]) 1,842
#5 #4 AND ‘‘humans’’[MeSH Terms] 1,818
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Calibration process

One requirement for developing a gold standard is to
reduce bias by enlisting the help of two or more
annotators who then make decisions individually as to
the relevance of a record, depending on the research
question. To instill confidence that the articles selected
and marked as relevant are accurately labeled, one
would expect good agreement among the annotators.
However, agreement is typically poor at the outset
because annotators are familiarizing themselves with
the annotation tool, procedures, definitions, and so on,
and therefore need an adjustment period. This period
is known as calibration.

One measure of agreement between annotators or
inter-annotator-agreement (IAA) is Cohen’s kappa
statistic. Pusterjovsky and Stubbs provide a rationale
for computing IAA and the use of Cohen’s kappa
statistic [10]. Landis and Koch devised a set of
guidelines to interpret agreement metrics such as
Cohen’s kappa [26].

The calibration procedure was as follows. Two
annotators used GIANT to independently annotate
blocks of citations. After each block, the annotators
discussed their judgments regarding the citations.
Discussion included talking about why they agreed
on the questions and detailed discussions about why

they did not. The annotators then came to consensus
regarding disagreements. Following discussion, we
adjusted procedures, definitions, and methods to
increase the number of concordant judgments.

We calculated Cohen’s kappa after each block to
assess IAA. The first block (n511) was screened
primarily to plan logistics and to familiarize the
annotators with the process. Additionally, the choice
of 11 records ensured inclusion of a citation with no
abstract and subsequent discussion as to how to
standardize their consideration of such citations. The
annotators then screened 2 additional blocks of 20
citations each, identified records where judgments were
discordant, and reached consensus by discussion. We
conducted calibration runs until the annotators reached
good agreement. Good agreement was defined as
kappa$0.61, using Landis and Koch’s guideline. Addi-
tionally, we looked for an improving trend for kappa
over runs and apparent stability as stopping criteria.

RESULTS

Literature review for reports of biomarker filters

We retrieved 222 citations from 4 resources: MED-
LINE (167, 75.2%), Embase (54, 24.3%), LISTA (1,
0.5%), and ISSG (0). Thirty-six titles (MEDLINE, 25;

Figure 2
Interface for the Gastrointestinal Annotation Tool, now referred to as the General Information Annotation Tool

For this task, a ‘‘patient report’’ is a portion of the complete citation for a scientific article; keywords are National Library of Medicine Medical Subject Headings
assigned by PubMed indexers (not displayed).

Frazier et al.

26 J Med Lib Assoc 103(1) January 2015



Embase, 11) were relevant for reading the abstracts.
After de-duplication of abstracts (n51), 6 papers were
read (MEDLINE, 4; Embase, 2). No reports of bio-
marker filters were identified.

Search strategy

We retrieved 1,818 citations on May 16, 2013, from
MEDLINE via PubMed.

Calibration

The calibration process involved annotating 51 cita-
tions. Three trials with blocks of 11, 20, and 20 citations
produced kappa values of 0.00, 0.86, and 1.00,
respectively. IAA was deemed good, as kappa exceed-
ed 0.61 on the second and third trials, and showed a
pattern of increasing agreement and stability. Table 2
presents the confusion matrices and kappa scores for
the 3 trials. The confusion matrices reflect annotator
judgments as to relevance regarding prognostication of
OSCC using biomarkers.

Annotation of the corpus

After calibration, the annotators screened the remain-
ing 1,767 (97.2%) citations. Table 3 displays the
confusion matrix for the corpus minus the citations
used for calibration. The annotators disagreed on
175 of 1,767 (9.9%) citations. Kappa50.76, which is
substantial according to Landis and Koch [26]. The
gold standard dataset includes 497 (27.3% of 1,818)
relevant citations for studies of potential prognostic
biomarkers in OSCC.

DISCUSSION

As a first step in the development of a gold standard
dataset, citations that broadly represent scientific
articles of interest must be retrieved. Then, the task
is to screen the dataset, searching for citations
pointing to relevant articles. The resulting collection
is about a broad topic that includes a subset of
citations representing studies of particular interest. In
our case, the retrieval set is about prognostic studies
of OSCC with a subset of citations for studies about
potential prognostic biomarkers. The latter are the
positive or relevant citations that we wish to retrieve
when developing and evaluating future filters.

For this study, we restricted our searches to
MEDLINE. To identify prognostic studies of OSCC,
we integrated the filter for finding scientifically sound

prognostic studies developed by the Haynes group
into our filter [4]. Although the Haynes filter for
prognosis does not perform as well as other MED-
LINE filters, such as for therapy or diagnosis, it is
currently the best available [27]. Other research teams
are actively engaged in developing better prognostic
filters [23].

We wished to lay the groundwork for developing a
good prognostic biomarker filter for studies of OSCC
[28, 29]. We therefore added MeSH terms and free text
to the Haynes filter. Oddly, no MeSH term exists
for ‘‘Oral’’ or for ‘‘Oral Squamous Cell Carcinoma,’’
the condition we wish to study. Therefore, to find
relevant citations, we used Boolean operators to
combine the MeSH terms for ‘‘Mouth’’ and ‘‘Carci-
noma, Squamous Cell’’ with free text terms for oral.
Note that an entry term for ‘‘Mouth’’ is ‘‘Oral Cavity’’
and therefore is appropriate.

To record screening decisions and simultaneously
develop a MySQL structured dataset, we elected to
use an in-house annotation tool that is web based and
user friendly. In this way, we fostered collaboration
even though the annotators worked in different cities.
However, GIANT is not appropriate if users want to
annotate spans of text within a citation as there is no
mechanism for tagging text directly. GIANT does
enable answering questions about the content of a
citation by using radio buttons, check boxes, or text
boxes. In our case, two questions have fields for text
extracted from titles or abstracts—mainly for future
research involving natural language processing. The
only way to capture this information in GIANT is
to paste the text into the text fields. Nevertheless,
the annotators did not find this to be particularly
burdensome.

We did have some concern that the presence of
indexing terms in the display of a record could bias
annotator judgments because their task was to
respond to questions solely based on information in
the titles and abstracts. We imposed this restriction
because indexing is not consistent across indexers
[30–32]. For example, knowing that a citation had
been indexed with the MeSH term, ‘‘Biological
Markers,’’ could have affected their judgments in a
way that was incompatible with the guidelines. After
some discussion, masking the terms in GIANT was
deemed unnecessary as the annotators reported that it
was simple to ignore them, presumably because
neither was trained in library science.

The calibration process required just three trials
before acceptable and stable agreement between the

Table 2
Confusion matrices and kappa values for calibration trials

Annotator 1

Trial 1 Trial 2 Trial 3

Yes No Yes No Yes No

Annotator 2 Yes 0 2 4 0 3 0
No 0 9 1 15 0 17
Kappa 0.00 0.86 1.00

Table 3
Confusion matrix and kappa value for corpus (minus citations used
for calibration)

Annotator 1

Corpus

Yes No

Annotator 2 Yes 430 122
No 53 1,162
Kappa 0.76

Building a gold standard
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annotators was achieved. The lack of agreement in the
first trial can be attributed to the developmental
nature of the first version of the annotator guidelines
and the inexperience of one of the annotators
regarding OSCC. We therefore modified the guide-
lines for better understanding after the first and
second trials, which led to improved consensus.

Disagreement about OSCC was rare and, when it
occurred, had to do with the use of ‘‘carcinoma’’ as a
synonym for ‘‘squamous cell carcinoma.’’ ‘‘Carcino-
ma’’ is a generic term for any epithelial malignancy,
while ‘‘squamous cell carcinoma’’ is a distinct entity.
Because an extremely high percentage of carcinomas
in the oral cavity are of the squamous cell type, the
use of carcinoma to denote squamous cell carcinoma
is common. Excluding citations where scientists
referred only to carcinoma would lead to a loss of
potentially relevant papers. We, therefore, included
them when the annotators felt reasonably sure from
the context that the authors were referring to
squamous cell carcinoma. Additionally, disagree-
ments occurred when the non-pathologist annotator
included citations mentioning premalignant lesions.
However, the inclusion criteria stipulated that studies
had to be about patients who have the disease.

Another source of disagreement had to do with the
definition of prognosis. In general, most of the articles
concerning prognosis were straightforward in their
indication of the disease and/or patients’ progression.
Phrases with modifiers such as poorer prognosis, worse
outcome, and decreased survival caused few problems.
Discrepancies arose when prognosis was implied. For
example, the following scenarios were easy for the
oral pathologist to interpret, but challenging for the
annotator who was not a pathologist:
i. When authors referred to known prognostic indi-
cators such as tumor metastasis and tumor grade or
wrote ‘‘there is a statistically significant difference in
metastasis,’’ the pathologist inferred that, in general,
the prognosis was poorer.
ii. When authors wrote about the biological behavior
of squamous cell carcinoma but did not directly relate
this to the patient, the pathologist inferred that this
biological behavior would lead to differences in
prognosis. For instance, the authors might state that
a biomarker increased the growth rate of malignant
squamous cells.

If we were to exclude citations that fell into one of
the two scenarios above, we would miss articles of
interest concerning potential prognostic biomarkers of
OSCC. We, therefore, included them if, after discus-
sion, both annotators agreed.

Another source of disagreement was due to one
annotator consistently assigning a Yes for prognosis
regarding a surgical procedure. However, these
articles were about the outcome of reconstructive
surgical procedures in patients with OSCC and not
about prognosis of the disease.

In sum, once types of disagreements were identi-
fied, rapid resolution followed during subsequent
discussions to reach consensus.

Strengths of this study

Two annotators screened the citations, which reduces
bias and human error. One of the annotators is a
board-certified, oral pathologist (Frazier), and both
received formal training in an NLM-funded informat-
ics program in the Department of Biomedical Infor-
matics, University of Pittsburgh School of Medicine.
This combination brought domain and technical
expertise to the project. The pathologist’s participation
was invaluable because he formatively revised the
guidelines, given the difficulties in interpretation that
the second annotator experienced during the calibra-
tion trials. He also clarified technical points when
disagreements arose in screening the corpus. Substan-
tial annotator agreement suggests that both the
guidelines and selection criteria were well developed.

The measure of IAA (overall kappa50.76) is con-
sidered substantial on the Landis and Koch scale. The
implication is that the OSCC gold standard dataset
is likely to be of high quality and will be a useful
reference standard for subsequent filter development.

Limitations

This study restricted identification of OSCC studies
and potential prognostic biomarkers to information in
titles and abstracts in MEDLINE citations. By not
screening full-text articles, information appearing in
the body of a paper, but not in a citation, would have
been missed. Note that while search filters are
typically used to retrieve relevant citations, we are
concerned here with the accurate identification of
positive cases in the retrieval set. Thus, information
external to the set of citations could have been useful,
especially when citations have no abstracts. In our
retrieval set, 45 (2.5%) citations were ‘‘empty,’’
inasmuch as they had titles but were missing abstracts.
It is very unlikely that a title contains enough
information to determine relevancy. Even though the
percentage of empty citations was small, it is possible
that relevant studies are somewhat underrepresented
in our gold standard. Nevertheless, the OSCC gold
standard has relatively more citations with abstracts
(97.5%) compared to MEDLINE (84% since 2010) [2].

Another limitation is that we deliberately kept the
number of selection criteria to a minimum. We did
this to focus the attention of the annotators on the
main criteria for relevancy, but we might have
inadvertently omitted important ones. Finally, we
limited our searches to MEDLINE, in part because it is
an important repository of biomedical citations, but
also because it is freely available.

CONCLUSIONS

The OSCC gold standard dataset is likely to be of high
quality and useful for future development of filters
for studies of potential prognostic biomarkers. The
methodology that we used is generalizable to other
domains requiring a reference standard to compare
performance of candidate filters. The labels regarding
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relevancy in the gold standard dataset enable com-
putation of diagnostic metrics, such as sensitivity and
specificity. Thus, empirically derived measures of
filter performance can guide iterative refinement.
Librarians and informationists with an understanding
of data analysis can contribute to the development of
gold standard datasets and subsequent filters tuned
for their patrons’ domains of interest.
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